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Neurosymbolic programs combine deep learning with symbolic reasoning to achieve better data efficiency, in-
terpretability, and generalizability compared to standalone deep learning approaches. However, neurosymbolic
learning frameworks are significantly hindered in scalability compared to modern deep learning frame-
works. This limitation stems from challenges involved in performing differentiable symbolic reasoning
efficiently compared to tensor computations which are more readily amenable to GPU acceleration. As a
result, existing neurosymbolic learning frameworks implement an uneasy marriage between a highly scalable,
GPU-accelerated neural component with a slower symbolic component that runs on CPUs.

We propose Lobster, a unified framework for harnessing GPUs in an end-to-end manner for neurosymbolic
learning. Lobster provides a theoretical foundation and a practical implementation for mapping a general
neurosymbolic language based on Datalog to the GPU programming paradigm. Lobster supports discrete,
probabilistic, and differentiable modes of reasoning on GPU hardware through a versatile library of provenance
semirings. We demonstrate that Lobster programs can solve interesting problems spanning the domains of
natural language processing, image processing, program reasoning, bioinformatics, and planning. On a suite
of 8 applications, Lobster achieves an average speedup of 5.3x over Scallop, a state-of-the-art neurosymbolic
framework, and enables scaling of neurosymbolic solutions to previously infeasible tasks.

CCS Concepts: » Theory of computation — Probabilistic computation; « Computer systems organiza-
tion — Parallel architectures; - Software and its engineering — Compilers.

Additional Key Words and Phrases: neurosymbolic programming, GPUs, logic programming, Datalog

1 Introduction

Modern programming methods are based on two distinct paradigms: logical reasoning and deep
learning. Logical reasoning excels at problems with clearly defined rules and structured data, such
as sorting a list of numbers or finding a shortest path in a graph. In contrast, deep learning is
well suited in contexts where logical reasoning approaches become intractable, particularly for
problems involving noisy, complex, and high-dimensional data—such as detecting objects in an
image or parsing natural language text.

Many problems across different domains demand the complementary capabilities of these two
paradigms. Neurosymbolic programming [7] is an emerging approach that enables solving such
problems by suitably decomposing the computation between a neural network and a logic program.
The resulting neurosymbolic programs have been demonstrated to achieve better data efficiency,
interpretability, and generalizability compared to standalone deep learning approaches.

Recent frameworks such as DeepProbLog [24], Scallop [23], and ISED [40] have enhanced the
programmability and accessibility of neurosymbolic applications. Figure 1a illustrates a neurosym-
bolic program for solving a binary image classification problem [43]. The logic program is specified
in Datalog [2], a declarative language supported by Scallop. Using a differentiable Datalog en-
gine, gradients can be back-propagated through the program to train the neural network, thereby
enabling automatic learning of relevant image features without manual engineering.

Despite their benefits, neurosymbolic programs using these frameworks incur significant com-
putational overhead during training and inference. The scalability challenges stem primarily from
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Fig. 1. Example of a neurosymbolic program using Datalog and frameworks for neurosymbolic programming.

managing probabilistic data and tracking additional information to maintain end-to-end differ-
entiability. For instance, the logic program in the example in Figure 1b takes as input a graph
represented by the edge relation, and outputs its transitive closure represented by the path relation.
Each tuple in these relations is associated with a probability. Further, computing the probability
of each path tuple must take into account all possible ways to derive it from the edge tuples, and
their associated probabilities obtained from the neural network. Since it is often intractable to
perform exact probabilistic reasoning, approximated probabilistic inference is employed, but does
not fundamentally address scalability. Differentiability further complicates the problem by requiring
to track each input’s contribution to the output, increasing space and time complexity due to the
extra book-keeping required for gradients.

In this paper, we propose Lobster, a GPU-accelerated framework designed to enhance the
scalability of neurosymbolic programming. The core innovation of Lobster lies in efficiently mapping
an expressive subset of Datalog—a declarative logic programming language shown to be effective
in neurosymbolic contexts [23]—onto GPU architectures, for different modes of reasoning: discrete,
probabilistic, and differentiable. This subset includes computationally-intensive operations like
join and recursion, enabling levels of scalability unattainable with single- or multi-threaded CPUs.

In Figure 1c, we compare Lobster with existing logic programming frameworks. While various
engines exist for discrete [34], probabilistic [14], and differentiable [23] settings, they are limited to
CPU runtimes with single- or multi-threading. GDLog [37, 42] enables Datalog evaluation on GPUs,
accelerating queries for tasks like static analysis [6] and social media analytics [36]. However,
GDLog supports only discrete reasoning with a restricted front-end, limiting its generality. In
contrast, Lobster is designed for general neurosymbolic queries with multiple reasoning modes
within a unified, GPU-accelerated provenance semirings framework [23].

We summarize the core contributions of this paper as follows:

e We introduce Lobster, the first GPU-accelerated neurosymbolic programming framework.

e We propose the APM language for parallel relational reasoning, and show how to compile
conventional relational algebra operations to APM.

e We implement a full-fledged compiler and runtime system for Lobster using Rust and CUDA.

e We evaluate Lobster on an extensive set of discrete, probabilistic, and differentiable benchmarks
from the literature, showing that Lobster consistently outperforms prior systems, including
specialized ones. Lobster achieves speedups of >100x over the closest related work, Scallop.
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Fig. 2. RNA folding problem and the CFG that can parse RNA structures.

The rest of the paper is organized as follows. We first give an illustrative overview of Lobster in
Section 2 using a real-world neurosymbolic application. Next, we describe Lobster’s core compiler
and runtime (Section 3), followed by various optimizations (Section 4). Implementation details are
discussed in Section 5, and experimental results in Section 6.

2 Illustrative Overview

We illustrate Lobster by developing a neurosymbolic solution to the problem of RNA Secondary
Structure (SS) prediction, or RNA folding. The problem is central to understanding RNA molecule
functionality, with applications in gene regulation, drug discovery, and synthetic biology. Further-
more, it highlights scalability challenges we wish to address because it involves a substantial logic
program for performing probabilistic parsing using a context-free grammar (CFG).

2.1 Problem Definition

Given an RNA sequence of nucleotides ({A, C, G, U}), the goal is to determine its secondary structure,
which specifies whether each nucleotide at position i pairs with a nucleotide at position j, or
remains unpaired. A primary way to represent this output is through “dot-bracket” notation, where
unpaired nucleotides appear as dots, and paired nucleotides as matched brackets (Figure 2a). For
the structure to be valid, all “brackets” must be properly matched, forming a well-structured output.

A neurosymbolic approach is a natural fit due to the symbolic yet non-deterministic nature of
the problem. RNA molecules in nature can fold into multiple valid structures depending on envi-
ronmental conditions. However, certain principles remain consistent, such as structural constraints
that enforce matching pairs and pairing rules that allow only specific nucleotide pairs (A-U, C-G,
and A-G). In our solution, the neural component makes data-driven predictions about the potential
structural roles of nucleotides—such as whether a nucleotide resides within a helix-stack or an
internal loop. The symbolic component, on the other hand, uses these predictions to parse the
RNA sequence into a well-formed secondary structure. Without neurosymbolic, a purely neural
approach would struggle to infer long-range dependencies, and a purely symbolic approach would
have trouble adapting to specific datasets and distributions.
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(a) Our neurosymbolic pipeline for predicting RNA secondary (b) The speedup of Lobster across different

structure. The main parsing loop is computed on the GPU. RNA sequence lengths relative to Scallop.
1 type Nucleotide = A | C | G | U // enum type for nucleotides
2 type StructureToken = Hl | Hr | L1 | Lr | Lu | Eu // enum type for structure tokens
3

4 type rna(idx: usize, nuc: Nucleotide) // input RNA seq (index mapped to nucleotide)
5 type token(idx: usize, tok: StructureToken) // probabilistic tokens extracted by RNA-FM
6

7 rel can_bond = {(A, U), (U, A), ...} // facts for nucleotide pairs that can be bonded
8 rel paired_ss(i, j) = loop(i, j) or helix(i, j) // Rule for paired-substructures
9 rel helix(i, j) = // Rule for helix stack
10 rna(i, x_i) and rna(j, x_j) and can_bond(x_i, x_j) and // i,3j must be bondable
11 token(i, Hl) and paired_ss(i + 1, j - 1) and token(j, Hr) // production rule for helix
12 // ... other rules for parsing RNA are omitted for brevity

(c) Lobster program snippet that parses the RNA secondary structure according to the CFG in Figure 2c.

Fig. 3. The overall pipeline, symbolic program, and the acceleration result of our solution.

Our solution employs a CFG with its terminal symbols, or structure tokens, illustrated in Figure 2b.
The neural network produces a probability distribution over these structure tokens for each
nucleotide. The symbolic component then processes this sequence of distributions to identify the
“most probable parse” that satisfies the CFG (Figure 2c). To generate the final dot-bracket notation,
we extract all paired substructures # from the parsed syntax tree represented by R. By employing
a fine-tuned RNA-FM model [8]—a foundation model for RNA sequence embedding—as the neural
component, this neurosymbolic solution achieves a 92.6% F1 score on the Archivell dataset [39],
surpassing established methods such as MxFold2 [33] which scores 88.9%.

2.2 Scalability and Programmability Challenges

Our neurosymbolic solution poses a significant scalability challenge. While the neural component
can utilize modern hardware accelerators like GPUs and TPUs, the symbolic component currently
runs on CPUs alone. The symbolic engine must derive a set of all possible predicted structures and
their associated probabilities. As the length of the input sequence increases, the number of possible
parses and the size of their associated weights also grows exponentially, leading to a combinatorial
explosion in the number of required computations.

While custom GPU implementations have been developed for these algorithms [50], it demands
specialized knowledge (e.g., parallel programming in CUDA) and hinders domain experts from
focusing on functionality. Even for the problem of RNA folding, such experts have designed diverse
CFGs tailored to specific biological contexts, making it impractical to implement custom GPU
solutions for each CFG variant. A general purpose framework is therefore desirable for making
accelerated GPU computation widely accessible.
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2.3 Our Approach

We present the high-level pipeline of our approach in Figure 3a. We specify the symbolic component
as a Datalog program which is partially shown in Figure 3c. Datalog offers an intuitive interface
for defining data types (lines 1-2) and relation types (lines 4-5) which we use to specify the inputs.
Notice that the RNA sequence of nucleotides is encoded as a binary relation between indices (usize,
unsigned integers) and the nucleotides.

Our program contains recursive rules, which are key for modeling the hierarchical structure of
our CFG. Line 8 defines the rule for paired substructures (), which could be either an internal
loop (£) or a helix-stack (). Lines 9-11 define the rule for helix-stacks (H). Assuming that i-th
and j-th nucleotides can be bonded (line 10), the subsequence [i, j] can be parsed as a helix stack
(H) if the i-th and j-th nucleotide represent the left (L;) and right (L,) side of a helix-stack, while
the enclosed subsequence [i + 1, j — 1] forms a paired-substructure (line 11). Notice how closely
these declarative rules mirror the corresponding CFG rules depicted in Figure 2c.

With the declarative high-level language, Lobster offers a convenient abstraction to hide the
underlying GPU runtime from users. Figure 3a shows the dependency graph of the relations needed
to compute RNA secondary structures. Lobster off-loads the main recursion computation involving
the inter-dependent relations to the GPU runtime for maximum acceleration.

The probabilistic reasoning semantics is also abstracted away. The token relation in Figure 3c
(line 5) contains probabilistic facts extracted by the underlying neural network. For example, a fact
0.97: :token(16, H1) represents that the 16-th nucleotide in the RNA is predicted to be the left
element of a helix-stack, with the probability of 0.97. All the derived facts, such as helix (i, j),will
carry probabilities computed from a concrete subsequence of structure tokens. This is manifested
by the underlying provenance framework within Lobster. In our solution, we use a probabilistic
provenance called top-1-proof which instruments the program to carry the most-likely parse for
any given subsequence. The probabilistic reasoning semantics and the provenance framework are
both accelerated on the GPU by Lobster, which we elaborate upon in Section 3.

2.4 Our Results

We advance the state-of-the-art by solving neurosymbolic programming’s scalability challenges
via GPU acceleration. Figure 3b shows the speedup of Lobster over the CPU baseline, Scallop, on
a subset of the Archivell dataset [39]. Scallop suffers noticeable performance drops as sequence
length increases, while Lobster scales much more gracefully, parsing all 475 sequences in 6 minutes.
Speedups of 100X are easily achieved on the median RNA sequence length of 120. This efficiency
gain is enabled by mapping a significant fragment of Datalog to the GPU programming paradigm,
which entails careful design decisions involving how to represent relations, how to parallelize
relational operators, and how to schedule computation.

How to Represent Relations? Lobster uses a column-oriented layout in order to make optimal
use of the GPU memory hierarchy. This choice makes sense in the context of GPU acceleration as
column-oriented layouts are cache-friendly. Concretely, this means some of the simpler operations
in the RNA task, such as unioning the relation loop with the relation helix to create the paired_ss
relation, can reach close to 100% utilization of the GPU memory bus. This choice also suits the
context of executing Datalog programs. For instance, the probabilistic parsing algorithm is compiled
to a series of query operations consisting of relational operations like join and project which focus
on specific columns. As a result, columnar data allows more natural algorithm implementations.
We discuss the memory layout further in Section 5.
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How to Parallelize Relational Operators? Beyond memory layout, efficient algorithms are necessary
to improve the performance of symbolic computations. In Lobster, the key insight is that Datalog
programs are compiled to a core set of relational queries, and each of these queries can be individually
parallelized to improve their performance on potentially massive inputs. For example, the rule on
line 9 of Figure 3c is compiled to a query that includes joining the entire set of currently predicted
structures against the input sequence. The size of the input to this join grows exponentially as the
program iterates, so executing the join with data-parallelism with respect to its input is critical. We
describe how our compiler and runtime expose this parallelism in Section 3.

How to Schedule Computation? Finally, the choice of which portions of the symbolic computation
benefit from GPU acceleration is not obvious: while high in throughput, GPUs exhibit higher
latency than CPUs, meaning they are not ideal for short-lived operations. Consequently, Lobster
allows offloading only certain portions of a computation to the GPU to avoid undesirable overheads.
An example can be seen at the bottom of Figure 3a, where pre- and post-processing steps that do
not require heavy compute are executed on the CPU, but execution of the main parsing loop is
offloaded to the GPU. We describe the implementation details in Section 4.

3 Compiler and Runtime

Lobster focuses on accelerating the Datalog back-end with GPU hardware. We assume an existing
Datalog compiler is capable of taking in a user-level program and producing a mid-level program
based on relational algebra. From there, Lobster further compiles it down to a program that can
be executed by the GPU. In this section, we describe APM, a low-level sequential language with
parallelized kernels related to general relational computation. We also present the compilation
process from the mid-level relational algebra language to APM.

3.1 Background

Relational Algebra Machine. We start by describing our compiler’s source language, the Relational
Algebra Machine (RAM), which is based on the familiar language of Relational Algebra for expressing
database queries [2]. The abstract syntax of RAM is shown in Figure 4. At a high level, executing a
relational algebra program ¢ means sequentially executing all the strata ¢, . . ., ¢,. Within each
stratum, rules are iteratively executed against an input extensional database (EDB) until a fix-point
is reached. The resulting materialized facts comprise the intensional database (IDB). Each rule
p « € consists of a target relation p and a query €. This query is a dataflow graph with potentially
many sources but only one sink. The operators in the graph are a core fragment of relational algebra
operators, comprising project (r), select (¢), and join () as well as three set operators, union (U),
product (X), and intersect (N). Note that 7 and ¢ allow taking arbitrary projection or selection
functions, while the join operation »< accepts the number of columns to perform join on. For this
section, we focus on accelerating a single recursive stratum.

Provenance Semirings. For relational algebra programs to be incorporating differentiable or
probabilistic reasoning, prior works [23, 24] have shown that each fact can be tagged to carry
additional information such as probabilities or boolean formulas. More generally, provenance
semirings [18] enable programmable semantics that allow tags from an arbitrary semiring. Formally
speaking, a provenance semiring T is a 5-tuple (T, 0, 1, ®, ®) where T is the space of tags (Figure 6a).
® and ® dictate how tags are combined through disjunction and conjunction operations. In Figure 6b,
we show a few provenance semirings used in the literature [14, 18, 20] for discrete reasoning and
approximated probabilistic reasoning. Specifically, a tag can be a boolean formula ¢ € ® represented
in disjunctive normal form (DNF) under set notation. Here, the boolean variables v will be references
to facts in the input databases, often represented as integers. With probability Pr(v) attached, one
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(a) The provenance semiring structure. (b) Example provenance semirings used in the literature.

Fig. 6. Provenance semiring structure and some examples of provenance semirings.

might perform top-k filtering on proofs to avoid blow-up of the boolean formulas. In order to
support the discrete, probabilistic, and differentiable modes of reasoning, Lobster implements 7
commonly used provenance semirings, which we elaborate in Section 3.4.

GPU Computation Model. Traditionally, GPU programming is much like C programming: an

unbounded set of programs can be expressed, even ones that map poorly to the underlying hardware.
We aim to alleviate this problem by taking the implicit guidelines of the GPU programming model

an
of

(1)

(2)

d making them explicit in the design of APM. To that end, we now explore important restrictions
GPU programming, and we tie these restrictions to design considerations of APM.

Lockstep Execution While GPUs have thousands of cores available for parallel computation,
these cores are not as flexible as CPU cores. Specifically, GPU cores implement a single in-
struction, multiple data (SIMD) paradigm, in which a set of 32 threads (known as a warp) must
execute the same set of instructions while operating over separate thread registers.
Allocation Allocating GPU memory while GPU code is executing has negative performance
implications. Therefore, data structures commonly used in database systems that rely on
pointer chasing like B-Trees and Tries are non-starters in programs wishing to execute on
GPUs. Instead, data structures like sorted arrays, which use large contiguous blocks of memory
and can pre-allocate enough memory for their use up-front, are preferred.

Coalesced Memory In GPUs, memory accesses are fastest when threads within a warp
access consecutive memory locations, a pattern known as coalesced memory access. As such,
a columnar representation for relational tables helps ensure maximum utilization of GPU
memory bandwidth by ensuring the common path of per-column memory operations results
in coalesced accesses.
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3.2 APM: A Language for Parallel Machines

APM is a low-level, assembly-style procedural language that explicitly exposes allocations and
is composed solely of instructions which permit massively parallel execution, resulting in APM
programs being easy to execute on GPUs. All registers in APM are vector registers that store an
arbitrarily large but non-resizable and single-type collection of values. APM instructions take a
destination register as their first argument, a source register as their second argument, and any
additional arguments as successive parameters after that. The top level of an APM program is a
loop which executes until a fix-point is reached, which we discuss further in Section 3.5. We now
illustrate more features of the APM language by examining some example instructions taken from
the sample APM program in Figure 7.

(1) The most common instruction in APM is alloc(n, s), which makes the register named n
live with size s. Many uses of alloc can be found in Figure 7, for example to allocate the
output registers [r1y.;r1_t]. Forcing allocations to be made explicit is desirable since it ensures
programs which require allocating inside GPU execution are disallowed. Further, since APM
lacks aliasing and backwards jumps, registers can be freed as soon as no later instruction
references them, an analysis that can be done statically.

(2) Another useful instruction is gatherir(dest, source,mask,offset), which copies each row
of source for which the corresponding row of mask is true and copies it to the row in dest
indicated by of fset. gather;r can be found in the compiled version of the select operation in
Figure 7. This instruction is common in APM programs since there are no conditionals (indeed,
there is no control flow at all besides a top level loop). Allowing conditionals allows warps to
diverge, which negatively impacts performance and therefore is undesirable for APM.

(3) The operator eval{a)(dest, source) is used to evaluate expressions in both select and project
relational algebra queries, and it is also a good example of staged evaluation in Lobster. When a
program is being compiled to APM, some arguments can be passed at compile time to allow
specialization in the resulting program. For example, « is the expression that eval evaluates,
but this expression must be known at compile time and is baked into the program. The benefit
of this is that the execution of eval is even faster. Figure 7 shows an example of an eval
instruction run with the predicate [2] = H, which checks the second tuple element for equality
with the constant H,.

With this set of primitives, APM is expressive enough to support compiling a wide range of RAM
queries down to APM in a way that is fully adapted to GPU computation model. We now elaborate
on the RAM to APM compilation process.

3.3 Compiling RAM to APM

The process of compiling RAM to APM involves flattening a DAG (the RAM program) into a
sequential list of instructions (the APM program). This flattening is implemented by providing
a RAM-to-APM translation rule for each RAM operator, and then mapping this operator over a
pre-order traversal of the DAG. This translation function is provided in Figure 8. Importantly,
translation proceeds in the presence of a translation context Fr, also known as the EDB, which
contains schema necessary for applying the translations and the provenance for using the proper
tag operations. We now examine two of these translation rules in detail to give examples of why the
translation to APM is challenging but makes the resulting programs amenable to GPU execution.

Select. Compiling a selection operation og(€) for parallel GPU execution presents many chal-
lenges: for example, the location in memory of each output fact is dependent on how many prior
facts evaluated to true under B. This means materializing the result relation requires coordination:
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rel _intermediate_(i,j) = token(i,Hl) and paired_ss(i+1,j-1) and token(j,Hr)

alloc([msk;off],size(tokeny))

eval([2] = H,)(msk, [token;.,]1)

scan (off ,msk)

alloc([r1y.p;r1_t],last (off))
gatheris(Lr1y.n;r1_t], [token;.,;token_t],msk,off)

alloc(idx,overhead(size(r27)))
alloc([ent;off],size(r3y))

N build(1)(idx,[r2;.,1)
r2 (Ao | [Tadkh ko) ] r3 count(1)(ent, [r3y.2], idx, [r21;,])
\‘\ scan (off,cnt)
(token(i,1))  (paired_ss(k,)) ~~< _ alloc([rdr.s;r4_t],last (off))

T~ joingacts{1) ([r4y.31,[r3y.p],idx,[r2y.0],0ff)
SO joingags(rd4_t,r3_t,idx,r2_t,off)

Fig. 7. In this example, we compile a part of the rule shown in Figure 3c (line 11). The code block on the top
shows the Datalog rule, while bottom-left illustrates the abstract syntax tree of the RAM program compiled
from it. We expand the node r1 and r4 on the right to show their low-level APM code.

let m = width(«r) in
e (€)  alloc([01.m;0t], size (A1)
Project  eval(a) ([01:n],[Ar1:n;At])
copy (0t ,At)
alloc (Mask,size(A7))
alloc (Offset,size(Ar))
eval(f) (Mask,[A1:n])

alloc([04:n;0t],
erUe size (Aj)+size(B1))
Union append ([07.n;0t],
[A1:n§AtJy[B1:n§BtJ)
alloc ([07.nm;Ot],size (A1) *size(By))
copy ([01:n], [A1:n])

ap(e) scan (Offset , Mask) e xe  repeat([Owinm], [Binl)
Select ’ 11 Lt i Al
alloc ([07.4;0t], last (Offset)) Product ZIIZEER’(Y Z;;:Em;i
gatheris([01:0;0t], [Ar:n;AL], ,
Mask , OF fset) repeat(Rt,Bt)
2 mult (Ot,At)
alloc(Index, overhead(size(A1))) X
alloc([Count;Offset], size(B 1)) alloc(Index, overhead(size(A1)))
build<n>(lnde’x A ‘]) ! alloc ([Count ;Mask;Offset], size(B;))
’ m .
count(n)(Count, [By.p],Index,[Aj.n],) build(n)(Index, [Ar:n])
€1 ><p €2 scan (Offset,Count) e1Ne count(m)(Count, [By:n], Index, [Ar:n],)
. ! 1 Mask
Join alloc ([07:mp-n;Ot], last (Offset)) Intersect °© amp (Mask , Count)

scan (Offset ,Mask)

alloc([0y.n;0t],last (Offset))

gatherir([01:0;0t], [Ar:n;AL],
Mask ,O0ffset)

joinfacts{n) ([0 :m+p—n;0t] ’ [B1:p;Bt] ’
Index, [Ar.q;At],0ffset)
jOintags([OW:m*-panOt] ) [B1:p§BtJ )
Index, [A1.m;At],0ffset)

Fig. 8. Functions implementing per-operator translation. Via renaming and shadowing, we assume that prior
to executing instructions for a unary operator op, the input relation facts will be in the registers [A;.,] and
input tags in the register At. Likewise with binary operators and the registers [By.,] and Bt. All operators
guarantee their output is written to the registers [0;.r] and output tags to register Ot.

there is a dependency between materializing fact i and materializing fact j for i < j. While this fact
seems to necessitate a fully sequential execution, all hope is not lost—selection can be re-framed as
a multi-step process that consists of only massively parallel operations, as illustrated in Figure 9a.
First, a mask is computed by evaluating « in parallel across each fact. Second, a scan (also referred to
as prefix sum) operation is applied to the mask. While it seems scan would have similar sequential
dependencies as the naive select, it has been well studied in the literature and massively parallel
single-pass, work-efficient algorithms are available [28]. Finally, a parallel conditional gather op-
eration writes input values to the output at the location indicated by the scan, conditioning on
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(a) Parallel select (o71)+1==[2]) operation. (b) Parallel join (><1) operation.

Fig. 9. Anillustration of the parallelism present after translating RAM operations to APM instructions. Each of
the four numbered operations must be completed sequentially, but each operation easily permits parallelism.

Algorithm 1: The join APM operator as an imperative procedure

Data: join width p, left relation input width n > p, right relation input width m > p, source registers [L;.n;Lt] and
[Rim;Rt], destination registers [D1.n+m-p:Dt;»] hash index H, offset table F.
Result: Destination register post-condition:

(x1n) € [Lin] A (y1m) € [Lim] A (xlzp) = (y1:p) = (xl:nZ yp:m) € [01:n+m-p]

1 for i — |R;| do in parallel /* One thread for each row of the right relation x/
2 rowy < [Rym][i]; /* Read this thread’s row from the right relation */
3 position « hash(row,) mod |H]| ; /* Hash table lookup */
4 index « H|position];

5 while index occupied do /* Stopping condition: when the hash table lookup fails =*/
6 row] = [Lyn | [index];

7 if row; = row, then /* An equality check implements collision resolution */
8 D[F[i]] <« (rowj;row;);

9 L Dt[F[i]] « Rt[i] ® Lt[index];

10 position « (position+ 1) mod |H| ; /* Hash table linear probing x/

the mask being true for that row. Importantly, the result of the scan operation also communicates
the exact size of the output relation that needs to be allocated, meaning over-committing to large
allocations is unnecessary and frivolous out-of-memory errors can be avoided. For an example
usage of applying the select compilation rules, see Figure 7, which features a select operation
that checks for equality against a constant.

Join. Potentially the most important relational operator, join (>,) forms the computational core
of most Lobster programs, so it is important to find an efficient implementation. Unfortunately, it
is also more challenging than select for two reasons: (1) whereas each input fact in select can
produce 0 or 1 output facts, with join each input fact can compute 0 to n output facts and (2)
rather than evaluating a predicate to determine membership in the output relation, join requires a
query be performed on the table being joined against. To overcome these obstacles, Lobster takes
inspiration from the hash-join algorithm commonly employed by CPU databases. The process is
illustrated in Figure 9b. First, a hash-table is built in parallel over the left input table. For details on
the implementation of a parallel GPU hash table, see Section 5.1. Next, execution proceeds similarly
to select: instead of building a mask via evaluating a predicate, a mask is built by checking
membership in the hash table. Additionally, this mask has multiplicity, since a value may be in the
hash table multiple times. This mask then undergoes a scan to calculate the output index locations.
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Index 17 18 19 20 26 27 28 29

RNA Sequence A A U G G A V] u
Expected Structure ( ( . . . . ) )
Expected Token H1 L1 Lu Lu Lu Lu Lr Hr
Pr(t,=H1)
Pr(t,=Hr)
Pr(t=L1)
Pr(t=Lr)
Pr(t=Lu)

(a) We illustrate two plausible ways of parsing the subsequence: one more probable (solid arrow) and one less
probable (dashed arrow). The difference is whether [18, 28] is parsed into a helix stack or a loop.

rel paired_ss(i, j) = loop(i, j) or helix(i, j)‘

’ {{o1sH1, 019,01, - - - Vagr } } 2 helix (18, 28) ‘ ’ {{o1s11, V19,005 - - - VagLr } 2 Loop(18, 28) ‘
T
l {{v181, V191, - - ‘svzs;Hr\i} paired_ss(18, 28) ‘ l {{v18.1, V19;Lus - - -» VzsiLr } }  paired_ss(18, 28) ‘
l {{v18:.1, V19;Lus - - - V28;Lr } } 1 paired_ss(18, 28) ‘

(b) According to the rule shown on top, there are two ways to derive the fact paired_ss(18, 28). Notice
how the facts carry the tag of top-1-proof, where a proof represent a concrete trace of structure tokens for
the parse. Since we only keep the top-1 proof, only the proof on the right is propagated through the union (U)
operation because it has a higher probability. Note that boolean variable such as v1g, 1 denotes the variable
corresponding to the probability Pr(t;s = L1).

i j |[empty |: len ]_ """"""" top-1-proof
T | T | I IO AT T O P P
17 |29 || 70 V13 [ i7H | 18HI | .. ) 27;Lu | 28;Lr | 29:Ar | X
18 || 28 0 |11 1 18HI | 19:Lu | ... 1 28Lr, X | X | X
DR S P o o o o
[ e P Y T Y

(c) The memory layout for paired_ss relation on GPU, where i and j are the two columns for the relation
and the rest is the table for tags. The empty bit is to represent whether there exists a proof, while the len
represents the number of literals within the proof. Similar to (b), we use 18;L1 to denote the variable ID (an
integer) for the corresponding probability.

Fig. 10. An illustration of the top-1-proof provenance in action. Consider the RNA sequence adapted from
our motivating example in Fig. 2a. In (a), we show the probability of each position i being predicted as one
structured token (e.g. H1) by the underlying neural network. While (b) shows the derivation process of the
top-1-proof for the fact paired_ss(18,28), (c) illustrates the corresponding memory layout after derivation.

Finally, the joinfacts and joingags APM instructions can be issued to materialize the output in
parallel—the scan result tells each thread which row to start writing at, and the mask provides
the number of values to write. For full details of the joinfacts and joing,gs APM instructions, see
Algorithm 1. A concrete usage of lowering join to APM can be seen in Figure 7, which features
the compilation of a join over two binary relations.

3.4 Provenance Semiring Framework
Lobster employs a GPU-accelerated provenance semiring framework with 7 implemented semirings

covering discrete, probabilistic, and differentiable modes of reasoning. Tags in GPU are stored in a
separate, row-major, register which we refer to as Rt. Since the tags may store boolean, floating
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Fig. 11. llustration of the least fix-point iteration of APM program 1fp(b).

point, and even complex data structures like dual-numbers and boolean formulae, we need each
provenance to specify a fixed size for each tag. Specifically, Lobster supports unit, max-min-prob,
add-mult-prob, top-1-proof, and the differentiable versions of the probabilistic semirings.

Without loss of generality, we illustrate the top-1-proof semiring in Figure 10. It is a special case
of top-k-proofs proposed in [20] and is sufficiently effective in practice. In general, the proof tracks
one conjunction of the corresponding boolean variables for facts used to derive the current fact.
During disjunction, the provenance picks the more likely one from the two proofs by computing
the probabilities of the two proofs. For conjunction, the provenance merges the two proofs while
ensuring that no conflict is seen. Figure 10c further details the memory layout for the top-1-proof
semiring, where we use extra empty and len fields to track the structure of the proof. Note that in
this formulation, the size limit for a proof needs to be specified beforehand. In practice, we set the
limit to 300 which is sufficient for all evaluated benchmarks that use top-1-proof semiring.

3.5 Evaluating APM Programs

While former sections describe the evaluation of APM program translated from individual RAM
expressions, we must enter least fix-point iteration (1fp) in order for APM to support recursive
relational programs. As shown in Figure 11, executing the APM program p = 1fp(b) means keep
executing the main computation block b until no new fact is derived, denoted by |A| = 0. In
practice, Lobster implements semi-naive evaluation, a strategy that subsumes naive iterated rule
applications by always considering an equal or smaller number of facts during each iteration.
Succinctly, semi-naive evaluation involves tracking a frontier of recently discovered facts, and only
applying rules to frontier facts. This avoids the redundant computation of applying rules to stale
facts that are known a priori to not produce new facts. Concretely, each relation is partitioned into
three sets of facts: delta facts (those that are computed during the current iteration), recent facts
(those that were computed in the previous iteration), and stable facts (all other facts). After each
iteration, the recent facts are merged with the stable facts and the delta facts become the recent
facts. We note that this iterative process is sequential and not parallelized.

4 Optimizations

Section 3 gives a theoretical underpinning for an expressive and performant compiler and runtime.
However, these ideas can be further optimized for more efficient execution and better mating with
the neurosymbolic paradigm. In this section, we discuss some of these optimizations while omitting
a full redefinition of the translation rules and semantics for the optimized variant of Lobster.

4.1 Batched Evaluation

A key component of deep learning is grouping samples
into batches of samples that can be processed by the

model in a single pass. To make Lobster truly pair well [—1 1 1 EDB, 10
with deep learning as an end-to-end neurosymbolic | 0
tool, it should be aware of batching and able to process (1) EDB"
batches effectively. Surprisingly, batching is a straight- o

forward extension of the existing semantics. Given a Batching

Fig. 12. How Lobster incorporates batched in-
put data via sample tagging. Distinct colors
represent distinct samples within a batch.
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program s that needs to be evaluated against a batch

of three databases EDB;, EDB,, and EDBs;, we seek a

database EDB* such that evaluating s against EDB" is

equivalent to evaluating s against each of EDB;, EDB,,

and EDBs. We can construct EDB* without adding

new constructs to APM or RAM by taking each relation p, € EDB" and pre-pending the “sample
tag” n in a new column at the front of the relation’s schema. This tag represents which sample
the fact resides in. After execution, each IDB fact will have a sample tag which can be used to
disambiguate results into per-sample databases that are returned to the user. The tagging process
is illustrated in Figure 12.

Some desirable ramifications that naturally arise from this framing of batching are (1) facts from
separate batches cannot be joined together, so long as the width of each join operator is extended
by one to include the batch tag; (2) parallelizing over each element of the batch is implicit, as the
runtime already parallelizes over the rows of a relation; and (3) the additional memory footprint is
minimal, since batches are seldom larger than 256 samples, meaning sample tags only take one
byte of memory.

4.2 RAM Optimization Passes

While the query planning pass that converts a Datalog program to RAM is out of scope for this
paper, the RAM program nonetheless has an impact on the performance of the resulting APM
program. Therefore, we describe a set of RAM rewrite rules that result in a RAM program that
translates to a more efficient APM program.

Inlining. Given a non-recursive rule g «— s that updates relation g with the result of query s,
we can rewrite all other rules to replace any usages of relation s with the query gq. This has an
outsized impact on APM performance, due to the high cost of incorporating new facts into IDB
relations under fix-point evaluation. Inlining reduces the total number of relations, which improves
performance. As always, a heuristic must be used to set a threshold for when inlining is useful.
In practice, Lobster inlining relations with at most two use-sites that are the target of a single
non-recursive update is a reasonable approach with a positive impact on performance.

Join index selection. Executing a join operation requires building a hash index on either the left
or right input, which naturally leads to the question of which is preferable for optimal performance.
The main insight is that if either the left or right input is part of the EDB rather than the IDB, the
index should be built for that input. This is because EDB relations are constant, so the hash table
can be built once and re-used during each iteration of the fix-point loop. Datalog programs are said
to be “linear recursive” if each join has at most one IDB input, and we find that in practice nearly
all the programs we consider are linear recursive and therefore can utilize hash indices which are
built once and reused.

5 Implementation

We build Lobster with a mixture of Rust, C++, and CUDA, reusing the front-end and query planner
of Scallop to limit the scope of implementation. Lobster comprises approximately 2,000 new lines
of Rust code and 9,000 new lines of CUDA/C++. We now discuss implementation details that fall
outside the scope of the theory of Lobster’s core compiler and runtime, yet are of practical interest
and importance for implementing Lobster.
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5.1 Hash Table Design

A crucial component of Lobster’s GPU-accelerated join algorithm is the existence of a lock-free,
GPU hash table that supports parallel insertions and lookups. While many implementations are
possible, ours is most directly inspired by previous work in [37]. Namely, we adopt open-addressing
with linear probing for collision resolution, enabling a contiguous memory representation with
no indirection. Unlike prior work, Lobster supports reasoning over relations with arbitrary width,
so rather than implementing join with a hash table that stores fact data directly, we build hash
indices that map back to the corresponding row of the source table for collision resolution. While
this necessitates an additional random memory access to resolve collisions, it decouples the time
and space complexity of the join from the width of the input relations, meaning Lobster’s join
algorithm scales with respect to the number of columns being joined on, rather than the total width
of the input relations.

5.2 Bytecode Interpreter for Expression Evaluation

Projection operations are necessary and pervasive in Datalog programs, yet often do not account
for as significant a portion of the runtime as other operators like join due to their algorithmic
simplicity. Nonetheless, optimizing them does contribute to overall performance and therefore
their implementation in Lobster is non-trivial. Most notably, there are two separate code paths
for compiling the kernel that evaluates projection operations. If it is a “pure” project expression
that permutes or subsets the columns of the relation, the expression can be evaluated as a series of
columnar memory copies. More interestingly, if the expression is not “pure” and contains arithmetic
or comparison of tuple elements, the expression is compiled to bytecode for a simple stack machine,
and each GPU thread executes this bytecode program against one fact with a small (on the order of
tens of bytes) fixed-size stack residing in shared memory. This results in improved performance
compared to trying to evaluate the expression by tree walking.

5.3 Scheduling Stratum Offloading

In addition to defining data-parallel implementations of relational algebra operators, a key source
of speedup for Lobster is managing the granularity and data movement associated with those
computations. Relations in Lobster begin life in CPU memory, and there is notable latency involved
in transferring them to GPU memory via a relatively narrow PCle connection. Once a relation lives
in GPU memory, it is advantageous to continue performing computation on the GPU side.

Lobster’s GPU placement strategy starts with the longest-running stratum, which Lobster can
identify either via a profiling run or static heuristics. From that longest-running stratum, we expand
forwards and backwards in the static data-dependency graph to encompass adjacent strata as well,
until we encounter a stratum that contains one of the small handful of operators that Lobster does
not yet support (relying instead on the CPU implementation via Scallop), or the size of the stratum’s
inputs and outputs is small. Adopting a min-cut-like approach to GPU scheduling avoids spending
excessive time in CPU-GPU transfers.

5.4 Arena Allocation

Lobster is purpose-built for neurosymbolic applications, which enables optimizations that are
advantageous but which don’t necessarily make sense for general purpose symbolic engines. For
example, neurosymbolic applications often run in a training loop that processes an entire sample of
data before clearing all data from memory and processing the next sample. After profiling Lobster,
it becomes apparent that GPU memory allocations contribute a small yet non-negligible portion of
total runtime.
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Table 1. Characteristics of benchmark tasks.

Task Input Logic Program Kind | #Rules
Pathfinder Image | Check if two dots are connected by a sequence of dashes. Diff. | 2
PacMan-Maze Image | Plan optimal next step by finding safe path from actor to goal. | Diff. | 14
HWF Images | Parse and evaluate formula over recognized symbols. Diff. | 13
CLUTTR Text Deduce kinship by recursively applying composition rules. Diff. | 3
Prob. Static Analysis | Code Compute alarms with severity via probabilistic static analysis. | Prob. | 28
RNA SSP RNA Parse an RNA sequence according to a context-free grammar. | Prob. | 28
Points-to Analysis Code Perform Andersen-style pointer analysis for C. Disc. | 10
Transitive Closure Graph | Compute transitive closure of a directed graph. Disc. | 2

Combining these observations, we outfit Lobster with an arena allocator: an allocation strategy
that pre-allocates a large chunk of memory and then (1) fulfills malloc calls by bumping a pointer
within that memory region and (2) fulfills free operations with a no-op. Arena allocators are
beneficial because allocation and deallocation are essentially free, but they are troublesome because
they don’t reclaim memory except by freeing all allocated objects. However, we know a priori that
after a training sample is processed we can clear all memory, which means Lobster is a perfect fit
for an arena allocator for many of its workloads. We implement the arena allocation strategy and
see a speedup of 17% on the PacMan-Maze benchmark and 7% on the Pathfinder benchmark.

6 Evaluation
We empirically evaluate Lobster with the goal of answering the following research questions:

RQ1 To what extent does Lobster improve performance in the training pipeline?

RQ2 To what extent does Lobster improve performance in the inference pipeline?

RQ3 What is the cost of Lobster’s fully general reasoning compared to specialized CPU and GPU
Datalog engines?

RQ4 How does the performance of Lobster scale with increasing problem size?

In the following sections, we introduce the benchmark tasks (Section 6.1) and the chosen baselines
(Section 6.2) and then proceed to answer RQ1 to RQ4 in Section 6.3 through Section 6.6. All
benchmarks are run on a machine with two 20-core Intel Xeon CPUs, four GeForce RTX 2080
Ti GPUs, and 768 GB RAM, with the exception of the Points-to Analysis and Transitive Closure
benchmarks, which have higher VRAM requirements and were run on a machine with two 24-core
Intel Xeon CPUs, eight NVIDIA A100 GPUs each with 80 GB VRAM, and 1.5 TB RAM.

6.1 Benchmarks

We evaluate Lobster on a suite of eight benchmark tasks summarized in Table 1. Since Lobster is
built on a flexible framework of provenance semirings, it supports differentiable, probabilistic, and
discrete reasoning. Correspondingly, we pick tasks across each of these reasoning modes to better
illustrate the tradeoffs inherent in providing this flexibility. The tasks span diverse application
domains: natural language processing (CLUTRR), image processing (Pathfinder and HWF), program
reasoning (Prob. Static Analysis and Points-to Analysis), bioinformatics (RNA SSP), planning
(PacMan-Maze), and graph databases (Transitive Closure).

The table describes each task’s input, the functionality of the logic program, kind of reasoning
involved (“Diff” for differentiable, “Prob.” for probabilistic, and “Disc.” for discrete), the lines of
code (LoC) of the logic program specified in Datalog, and the number of rules. The tasks requiring
differentiable reasoning are taken from Scallop’s evaluation (although we omit some tasks that do
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not have an obvious notion of scalability), the probabilistic reasoning tasks are crafted by us for
problems from the literature, and the discrete reasoning tasks mirror the evaluation of GDLog.
We next briefly describe additional characteristics of each of the tasks.

Pathfinder. This task, originally proposed in [43] and discussed briefly in Section 1, requires rea-
soning over an image to determine if two dots are connected by a sequence of dashes. The symbolic
program extends the classic transitive closure problem to include differentiable reasoning, with the
model predicting a connectivity graph and the symbolic program computing reachability over that
graph. This task requires the baseline feature set to demonstrate Lobster’s utility: differentiable
reasoning, parallel joins, and recursion.

PacMan-Maze. In this task, a neurosymbolic reinforcement learning agent aims to solve a 2D
maze given only an image of the maze. The neural portion executes a convolutional neural network
to predict where in the maze enemies are and the symbolic portion plans a safe path to the goal.
This program can trivially be scaled up by increasing the size of the maze. In our formulation, it is
a curriculum learning problem, in which the agent first learns in a 5-by-5 maze and then training
moves to a 20-by-20 grid, with the goal of showing generalization. The Lobster program uses the
diff-top-1-proofs provenance.

HWEF. The Handwritten Formula (HWF) [22] task requires parsing and evaluating a formula of
handwritten digits and operators, given supervision only on the final value. The dataset consists of
formulas of varying length, meaning naive parallelism strategies like processing batch elements
separately will fall short due to work imbalances. Further, the symbolic program requires support
for floating point data and floating point arithmetic operations. The Lobster program uses the
diff-top-1-proofs provenance.

CLUTRR. This is a natural language reasoning task about family kinship relations [38]. The input
contains a natural language (NL) passage about a family. Each sentence in the passage hints at
kinship relations. The goal is to infer the relationship between a given pair of characters. The target
relation is not stated explicitly in the passage and it must be deduced through a reasoning chain.
The most difficult problem in the evaluation dataset requires reasoning through a chain of length
10. The Lobster program uses the diff-top-1-proofs provenance.

Prob. Static Analysis. This benchmark extends the well-studied task of static program analysis
with probabilistic inputs. Specifically, inputs are annotated with probabilities to reflect the system’s
confidence. These probabilities are propagated to the output and used to rank results in order to
decrease the visibility of false positives [41]. This task uses the minmaxprob provenance.

RNA SSP. This task, discussed in depth in Section 2, concerns RNA Secondary Structure Prediction.
It is evaluated on a set of 475 sequences of length 28 to 175 within the Archivell [39] dataset. Lobster
uses the diff-top-1-proofs provenance to capture the concrete trace of structure tokens.

Points-to Analysis. This benchmark is a traditional Andersen-style points-to static analysis, where
variable assignment and pointer dereferences are represented as input facts. Lobster utilizes discrete
reasoning and is run on a variety of program graphs.

Transitive Closure. This benchmark computes the reachability of nodes in a graph using discrete
reasoning. We evaluate on a set of graphs used by the authors of GDLog, which includes social
circle graphs like ego-Facebook [32].
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Table 2. Comparison of training time for the differentiable reasoning tasks. We note that the number shown
is the total time across multiple training and evaluation epochs.

Task Pathfinder PacMan-Maze HWF CLUTRR
Scallop 41 hr. 107 hr. 125 min. 134 min.
Lobster 32 hr. 6.5 hr. 102 min. 111 min.

6.2 Baselines

There are two orthogonal axes along which a baseline makes an interesting comparison to Lobster:
if it also features GPU acceleration or if it also allows advanced (differentiable or probabilistic)
reasoning. As Lobster is the only framework that implements both these features, we compare
against a suite of baselines that collectively implement the same feature set as Lobster.

Scallop. Scallop features flexible reasoning with provenance semirings like Lobster, but does
not feature GPU acceleration and therefore struggles to scale with problem and data complexity.
However, Scallop plays an important rule in our evaluation as the only system that attempts to
achieve a similar level of expressivity and flexibility as Lobster.

ProbLog. ProbLog [14] features only discrete and probabilistic reasoning, and similarly does not
feature GPU acceleration or CPU multi-threading. Notably, ProbLog supports Prolog, which is more
expressive than Datalog and may incur extra cost due to a more complicated computation model.

GDLog. GDLog [42] supports only discrete reasoning, but does feature GPU acceleration. GDLog
is specialized for a different sort of workload than Lobster: it targets large batch analysis jobs that
may span minutes, whereas Lobster emphasizes running the same program multiple times as a
component of a neurosymbolic model. Notably, GDLog does not offer a Datalog front-end and
query planner, meaning that all GDLog programs are human-written, low-level, relational algebra
programs. Regardless, comparing GDLog to Lobster helps see how much performance Lobster
sacrifices by not specializing to one mode of reasoning.

Souffle. Souffle [34] does not support GPU acceleration or advanced reasoning modes, but does
implement a high-performance multi-core CPU Datalog engine. Therefore, comparing Lobster to
Souffle helps us understand the gap between GPU parallelization and CPU parallelization.

6.3 RAQT1: Lobster for Training

To evaluate the extent to which Lobster improves performance in the training pipeline, we compare
the total training time of Lobster against the only viable alternative, Scallop, on the four differentiable
reasoning tasks. The results are shown in Table 2. For each task, training is run until convergence
rather than a pre-determined number of epochs, and therefore takes a task-specific number of
epochs. However, for a given task, both Lobster and Scallop take the same number of epochs.

It is evident from the results that Lobster achieves a significant speedup in training time compared
to Scallop, ranging from 1.2x for CLUTRR to 16x for PacMan-Maze. Further, the reported times
correspond to end-to-end training, encompassing both neural and symbolic computation. The
neural computation is already heavily optimized on GPU hardware since both Scallop and Lobster
offload it to Pytorch [30]. Therefore, the bulk of the training time constitutes symbolic computation.
The difference in speedups across tasks is consistent with Amdahl’s Law, which dictates that the
performance gain of Lobster over Scallop is limited by the fraction of the overall computation that
is parallelizable using Lobster. In tasks where this fraction dominates, like Pacman-Maze, Lobster
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Table 3. Comparison of inference time for all benchmark tasks.

Kind Task Lobster  Scallop ProbLog GDLog  Souffle
Pathfinder 42 sec 65 sec X X X
. . Pacman 8 min 65 min X X X
Differentiable v/ 45min 55min X x x
CLUTRR 42 sec 155sec X X X
Probabilistic Prob. Static Analysis 19 min 88 min TO% X X
RNA SSP 5.4 sec 795 sec  TO X X
Discrete Points-to Analysis TO* TO TO 17.8 sec 206 sec
Transitive Closure 278 sec  TO* TO* 257 sec 2300 sec

results in higher speedups. Conversely, in tasks where the unparallelized parts of the symbolic
computation dominate, like CLUTRR, the speedup is comparatively modest.

Finally, despite impressive speedups over the state-of-the-art baseline Scallop, the absolute
training times of Lobster still leave ample room to further optimize the symbolic computation
using orthogonal relational database optimizations (e.g., view materialization) which are beyond
the scope of this work.

6.4 RQ2: Lobster for Inference

While training is applicable to only differentiable reasoning tasks, inference encompasses both
differentiable and probabilistic reasoning tasks. To evaluate the extent to which Lobster improves
the performance of such tasks at inference time, we compare it against both Scallop and ProbLog.
The results are summarized in Table 3.

To capture realistic workloads at inference time, as well as to avoid high variance in measuring
the inference time for a single sample, we report times for a set of samples per task. The set is input
as a single batch for each differentiable task; for each probabilistic task, it is input one sample at a
time, and we report the cumulative time.

Following this setup, Pathfinder is evaluated on a set of 1216 images, the PacMan-Maze agent
plays three episodes on a 15x15 grid, HWF evaluates 160 formulas of length 13, CLUTRR processes
relationship graphs from 13 text passages that require long-range reasoning, probabilistic static
analysis analyzes seven programs, and RNA SSP predicts the structure of 475 sequences. “TO”
indicates timing out on all samples while “TO*” (“partial timeout”) indicates a timeout on some
samples. The timeout is set to two hours per sample. “x” indicates a baseline does not have the
features required to support a given task.

Lobster is consistently the most performant for all the differentiable and probabilistic tasks.
ProbLog times out on both the probabilistic tasks, completing on only one of the seven programs
for the Prob. Static Analysis task but timing out on even the smallest of the 475 sequences for the
RNA SSP task. Since GDLog and Souffle do not support probabilistic tasks, Scallop is effectively
rendered as the only viable alternative to Lobster. At its best, Lobster achieves a speedup of 146x
over Scallop on RNA SSP, giving near real-time performance.

Figure 13 shows the breakdown of the runtimes (sec.) of Lobster, Scallop, and ProbLog for the
Prob. Static Analysis task on the seven input programs. Using ProbLog, the analysis finishes on
only one of the programs, and using Scallop, the analysis takes over 3,500 seconds in the worst
case, compared to only 540 seconds for Lobster.
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6.5 RQ3: The Cost of Lobster’s Flexibility

Lobster’s fully general reasoning incurs a cost over CPU and GPU Datalog engines for discrete
reasoning tasks. Although discrete reasoning is not Lobster’s focus, measuring this cost helps
establish empirical lower bounds on running time. We therefore evaluate Lobster using our two
discrete reasoning tasks on a variety of different inputs: the Points-to Analysis task on three input
programs (httpd, linux, and postgres), and the Transitive Closure task on six different input
graphs. The results are shown cumulatively at the bottom of Table 3, and on individual inputs in
Figure 14 and Table 4 for the two tasks.

Lobster achieves comparable performance to GDLog on the Transitive Closure task and signifi-
cantly outperforms Souffle (8x speedup). Meanwhile, both Scallop and ProbLog suffer timeouts (i.e.,
take more than 2 hours) on a subset of the data for this task. Lastly, for the other discrete task of
Points-to Analysis, Lobster suffers an out-of-memory on two of the three programs (httpd and
postgres) but finishes in 35 seconds on linux. GDLog takes 18 seconds on average per program for
this task and Souffle takes 206 seconds, but both Souffle and ProbLog suffer a timeout on all three
programs. While undesirable, the most likely explanation for Lobster’s memory challenges stems
from the facts that features which enable flexibility in neurosymbolic reasoning like batching and
semiring tags become dead weight when executing simple programs like discrete pointer analysis.
A more mature implementation could attempt to minimize the impact of these features when not
in use, although it seems inevitable that a more flexible solution should pay a performance penalty
compared to a purpose-built system.
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6.6 RQ4: Scalability of Lobster

Regardless of the reasoning mode Lobster is operating in, it should provide enhanced scalability so
that as problem size increases, performance degrades gracefully rather than exponentially. This is
a reasonable expectation since the thousands of cores resident on a GPU are much better suited
to keep up with scale than the dozens of cores on a CPU (given that the GPU cores are utilized
effectively). To that end we seek to evaluate the scalability of Lobster by measuring performance
versus problem size. As shown in Figure 15, our experiment analyzes the PacMan-Maze benchmark,
where the problem size can be increased by increasing the grid size, and Pathfinder, where the
problem size can be increased by increasing the resolution of the analysis. Both tasks use Scallop
as a baseline, as it is the only other system with adequate features to support these programs.

After sweeping over the scale parameter from 5 to 20, we see that Lobster displays improved
scaling vs. Scallop, with a peak speed up over Scallop of 5%, and no data points at which Lobster is
slower than Scallop. Notably, after a problem size of 13, the speedups begin to go back down. This
is likely because for smaller inputs the GPU is not saturated so any additional computations can be
easily serviced, but after the problem reaches a certain size this is no longer the case and increased
computational burden leads to reduced performance.

7 Related Work

While there is a wealth of work on GPU-acceleration for SQL databases in both research and
industry (e.g., [19, 31]), we focus our related work discussion on systems for logic programming
instead of just SQL. We relate Lobster to works along three directions: accelerated Datalog engines,
probabilistic and differentiable programming, and neurosymbolic methods.

High-Performance Datalog. A variety of Datalog-based systems have been built for program
analysis [15, 21, 34] and even enterprise database applications [3], though these systems run
exclusively on the CPU. The GDLog system [37, 42] provides a Datalog engine implemented for
GPUs, but it lacks support for the probabilistic and differentiable reasoning needed for deep learning
integration. Moreover, GDLog focuses on the domain of large analytics queries, which emphasizes
simpler queries executed against large databases, which is not a focus for Lobster. Notably, GDLog
does not come with a query planner and user-facing front-end, meaning that users need to directly
interact with low-level relational algebra operations supported by the system.

Probabilistic and Differentiable Programming. Probabilistic programming allows programmers to
model distributions and perform probabilistic sampling and inference [5, 14, 17, 44]. Differentiable
programming systems allow programmers to write code that is differentiable and therefore amenable
to use during neural network training. Symbolic and automatic differentiation [4] are commonly
used in popular ML frameworks such as PyTorch and others [1, 16, 30].

Probabilistic programs are not in general differentiable and thus cannot be run during training.
The differentiable programming systems described above are designed for real-valued functions and
are not compatible with logic programming. Lobster, on the contrary, focuses on the differentiability
of logic programs with probabilities.

Neurosymbolic Methods. The emerging domain of neurosymbolic computation combines symbolic
reasoning into existing data-driven learning systems. There have been a large number of successful
neurosymbolic systems across a range of machine learning domains like computer vision and
natural language processing [9-13, 22, 24-27, 29, 35, 40, 45-49, 51]. Lobster builds upon the Scallop
neurosymbolic programming language [20, 23], as Scallop is general enough to implement other
neurosymbolic systems [10, 26, 46, 47]. However, Lobster improves upon the CPU-only Scallop by
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using GPU acceleration to provide higher performance and the ability to scale to larger datasets, as
we demonstrated in Section 6.

8 Conclusion

We have described the design and implementation of the Lobster neurosymbolic engine. With
existing engines, symbolic computation can quickly become the bottleneck when neural computa-
tions benefit from domain-specific hardware accelerators like GPUs. Lobster shows how Datalog
programs can also take advantage of GPUs, providing large speedups and strong scalability over
CPU-only neurosymbolic engines like Scallop.

In the future, we plan to address some of the limitations in the current Lobster implementation.
For example, we can generalize existing provenances like top-k-proofs to support larger k, and add
additional semirings as well. Limited GPU memory can also become a bottleneck that prevents
scaling to very large problem sizes. Techniques to spill over into CPU memory or to extend APM
execution to multiple GPUs could help to alleviate this, allowing Lobster to scale even further.
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